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Abstract

Assessing the impact of an electronic incident for reporting and investigation purposes is more complex than a non-electronic environment.  Consideration needs to be given to the impact in terms of Confidentiality, Integrity and Availability of the system(s) and information whilst understanding the increase in network inter-connectivity the impact may extend beyond the local management domain.

The nature of modern networks, in particular the degree of inter-connectivity, often mean security incidents or weakness occurring within one domain has adverse implications for others.  In such cases, there exists a need to direct either a cessation of processing on any affected system or isolating it from other domains while an Incident Response Plan (IRP) and remediation action is instigated.

Incident Response Plans should include how levels of degradation are to be managed, a prioritisation of systems, responsible personnel and their actions coupled with containment procedures which hopefully will prevent further loss or compromise.  Each incident should be categorised and recorded in sufficient detail to enable useful metrics to be derived, in turn providing the basis for trend analysis.

When a case of misuse of resources is suspected, even if no clear indication of criminal activity exists, care should be taken not to take any action which may prejudice a criminal investigation at a later date.
Introduction

Electronic attack exploits weaknesses in system and software design, implementation and configuration, and may target the confidentiality, integrity, availability (CIA) or authenticity of the system.  Historically, such attacks have been thought to have been commited from external sources; however insider attacks have risen dramatically over the last few years; as documented by the Information Security Breaches 2008 Survey who stated [BERR 2008] “ISBS 2008 shows a significant swing from external to internal threat; nearly two-thirds of the worst incidents have an internal cause, reversing the trend of previous years”.

The enormous growth in the opportunity to mount such attacks has resulted from the networking of systems; particularly the spectacular growth of the Internet and the opening up of electronic services.
External attacks normally attempt to circumvent physical and personnel security measures which can be carried out from anywhere in the world with relatively unsophisticated equipment; conversely attackers may use social engineering techniques to circumvent electronic security controls.  The growth in opportunity, combined with the reduction in deterrence has led to a large increase in the threat.

Other characteristics of these attacks are the scale on which they can be mounted as common weaknesses may exist on hundreds of thousands of systems; from where compromised systems can be used to mount attacks on others, propagating quickly; similar to the Conficker virus, which according to the McAfee Avert Lab [McAfee n.d.] “Several variants of conficker have surfaced since the orginal.  Computers infected with Conficker become part of an army of compromised computers and could be used to launch attacks; in other words, systems which are immune to that particular weakness may still be subject to denial of service whilst indicators and warnings of such attacks can be difficult to identify.
Increasingly such attacks are seen as an attractive method of damaging critical systems as organisations both large and small rely heavily on their IT infrastructure to deliver services.  Evidence of such attacks may not be evident however there is a significant body of knowledge such as the SANS Internet Storm Centre [Bueno 2006], supporting the reality of such threats, whilst acknowledging the adverse impact of electronic attacks can be aided or enhanced through insider access and expertise.
New discovered vulnerabilities, or when an electronic attack is underway, there is great benefit in alerting security staff in order that they can respond appropriately, but time available to do so can be short, given the speed of propagation or the type of information that could be of use to the wide variety of systems.
Key impacts that could disrupt day-to-day business are:
· Unavailability of communications;
· Unavailability of processing systems;
· Lack of data integrity;
· Compromise of confidentiality or privacy of information;
· In-ability to authenticate users.

The ability to detect attacks is of little use without the ability to respond to them. To that end, the formation of an incident response is an essential component of a wider proactive network defence strategy.  Incident handling covers a wide range of responses.  Monitoring internal and external systems and procedures should be clearly defined detailing how the results of accounting and auditing feed into the wider incident response framework.

There should be a clear understanding of the relevant level of threat (whether the attacks are known, unknown, targeted or un-targeted) both at a policy and technical level, coupled with a working understanding by all people on how to mitigate these threats.

Chapter One – Malicious Code Vectors

Malicious code can be considered as any content, data, program, file, application or code that causes a system, application or service to behave in an unexpected, unintended or undesirable way. The term malicious code is often used interchangeably with the term malware (malicious software); and is described by McLure, Scambray et al (2005) as having “an obvious indefensibly malicious intent”
In order to achieve everyday business objectives most organisations have established network connections with business partners and customers, in many cases via the Internet.  The range of those information exchanges and the technologies that support them provide an opportunity to use malicious code to attack ICT systems.

The most common technology based business interactions are susceptible to attack (i.e. e-mail, web browsing, and external facing sites accepting customer input). In addition, uncontrolled use of removable media and peripheral equipment also increase the level of risk to a system internally.

Successful exploitation of malicious code could result in the following high level business impacts:
· Loss and leakage of commercially sensitive or personnel data

· Disruption or loss of business services
· Reduced customer confidence and business reputation
Direct Attacks attempt to use business network connections or services to introduce malicious code; such as:

· If an e-mail service is provided, attackers may look to use the service to deliver malicious code through embedded content and attachments.
· If users are allowed to browse the Internet, attackers may use compromised web sites to deliver malicious code.
· If an external web site is provided, attackers may use malicious code to exploit vulnerabilities in the web site application or the host system in order to deface the content or propagate further malicious code attacks to other systems.

Indirect Attacks are attacks which attempt to use indirect connections to introduce malicious code; for example:

· If users are allowed to use removable media (e.g. CD-ROM, USB memory sticks etc) to import or export information, threat vectors include attachment or embed malicious code into files onto the media which, when opened or transferred infect the recipient’s system.

· If users are allowed to connect unauthorised equipment to the corporate networks and systems (i.e. personnel laptops or Personal Digital Assistants), such equipment if compromised may look to infect these systems when connect to untrusted networks (i.e. the Internet) and the malicious code will be propagated throughout an organisations networks and systems when the device reconnects for the first time.
Organsiations should appoint an appropriately security trained member of staff as the focal point for reporting malware incidents.  The role should be defined, together with an agreed scope of authority within the organisations Security Policy Documentation (SPD) with the individual being familiar with escalation procedures in event of a large-scale infection, additionally the procedures should cover actions to be taken with regards to inter-connected systems and reporting procedures to higher authority.

Large systems and networks should have documented procedures on managing incidents, in the form of an Incident Response Plan. This should include details explaining how levels of degradation are to be managed, and must consider how different incidents will be managed and who will co-ordinate the response.  For networks and interconnected systems, it may be necessary to have a form of Service Level Agreement (SLA) to cover circumstances, which could include whether to keep the system running, the relationship of inter-connected systems or taking the system down.
Chapter Two – Incident Containment

Often organisations only respond to an incident after the event, by which time the incident response team has to be both reactive and proactive in its approach.  The term “incident” is defined by GovCertUK (n.d.) as “any real or suspected event in relation to the security of data or computer system.  Further information on the ability of an organisation to identify, assess and react to their system is also illustrated by GovCertUK; specifically, in the Incident Response Matrix.

Measures can range from immediate action to long-term solutions, in each case however the level of risk associated with delaying containment needs to be determined and justified.  Therefore personnel need to be aware of the procedures for recognising and responding to incidents based on several key factors:
Initial assessment – personnel should be able to identify if the system has been compromised or whether they are responding to a false positive.  Often the only way to differentiate between either is by having an intimate knowledge of both the infrastructure and its 'normal' traffic load.  For example; systems which are mis-configured may trigger an IDS or firewall alert – rather than adopting 'it does that' approach; administrators should look to refine and hone their systems until they truly reflect the infrastructure under normal conditions.

Conversely, if the system has been compromised personnel should gather as much information as possible about the incident (i.e. through monitoring) whilst initiating the documented incident response procedure.  Additionally, actions taken with appropriate timeline should also be noted.
Determine the scale – if the system has been compromised, determining how widespread the compromise is will focus both containment and impact, additionally it may affect who and when the incident is reported to.  To that end, the following should be observed:

· Confirm the attack entry point

· Identify compromised system(s) and/or files

· Ascertain if the attack is a direct or indirect attack (i.e. has the attack occurred via an inter-connected system – this should tie in with point one)

The incident response plan should detail specific steps to be taken in accomplishing each task however given that timelines may be against the response team (i.e. outbound traffic leakage) the ability to act quickly may be more pertinent than carrying out procedures in a mandrolic approach.  In determining the severity of the incident response team should:

· Inform other members of the incident team for confirmation, validation and verification.  Additionally other personnel may be better placed to distinguish between an actual attack and a false positive.

· If the attack is hardware based; ascertain whether physical security measures have been breached; and whether any such breach has been reported (i.e. contact security personnel)
· If the attack is software based; determine whether trace evidence can be found to verify the assessment.  Often remanence of hacking tools (i.e. Cain and Abel, Poison Ivy) can be found on suspect system(s) as well as unusual ports being open not normally associated with the organisations 'normal practice'.  It may also be prudent to ascertain whether additional accounts have been created on domain controllers or member servers; or whether account privileges have been altered on standard user accounts.

· Review system, IDS and firewall logs for omissions or attempted changes to the log files or system (i.e. failed logon attempts).

· Determine if possible exactly what information has been compromised.  This will aid the recovery process and help focus the incident response.
Escalate the reporting process – confirmation of the incident should be presented to senior people within the organisation.  Normally, the team leader or incident principle should notify personnel as detailed in the incident response plan, which should allow incident response measures to be instigated and co-ordinated whilst giving visibility of the problem to senior management.  Note however that regardless of position or status, only those personnel directly quoted in the incident response plan should be informed of the incident.

If the attack has been conducted from within the organisation it is important not to alert the attacker that knowledge of the attack is known; additionally should the attack become public knowledge, inadvertent publicity of the breach may be harmful, embarrassing and costly to the organisation – however, at all times legal personnel should be informed at the earliest opportunity.

Containment and minimise – the difference between a major compromise and minor breach is often the speed of which personnel react to minimise and contain the incident.  Each system, incident and actions taken will need to be assessed individually and on their own merits, however there a few key points worthy of note;

· Commercially sensitive data should be identified thereby allowing a prioritisation of protection

· Hardware can be costly; preventing damage to hardware can result in minimal downtime

· Financial constraints, such as Service Level Agreements (SLA) may prohibit compromised systems from being taken off-line.  Additional information about the attack may be gleaned from compromised systems left which are still running (i.e. attack vector; ip address).  Each system and incident should be assesed on its own merits.

· System wide changes (i.e. password changes) should be avoided; these can alert an attacker that the incident team is aware of their presence.

· Close the attack entry point, either by physical measures (i.e. remove network connection) or logically (i.e. modifying router and firewall ACL's).

· Business critical system may need to be restored from a last known good back up (i.e. hash analysis verification); to that end systems should be backed up and rebuilt using clean (i.e. newly formatted) HDD with the original HDD kept for forensic analysis.

Preserve evidence – organisations which have been specifically targeted may wish to instigate legal proceedings against the attacker(s).  To ensure this option remains open, incident personnel should look to gather as much evidence as possible whilst ensuring integrity of the original data is maintained.

Only trained, competent and qualified personnel (i.e. forensic investigators) should be permitted to undertake forensic acquisitioning.  Normally one read/write bit image and a pre-determined amount of read only images will be made with all images physically secured until required.  Of note, the following should be recorded:

· Identify which system or selective partition the image pertains to
· What time the image was taken?
· Who undertook the forensic acquisitioning and their qualification for doing so?
· How were the images secured?
· Determine the chain of custody
· Upon completion of the backup, the original HDD should also be secured.

Dependent on the nature of the system being imaged; it may not be feasible to conduct acquisitioning in a limited timescale; ergo the quickest solution would be to back up all log files and if specific files/folders have been identified; selective acquisition may be a more feasible option.
Increasingly the most difficult stage of evidence preservation is the ability of an organisation to acquire, retain and present forensically sound evidence; that is evidence which is as close as possible to its original state and who collated it, transportation and handling was conducted in a manner which retained its authenticity.

Therefore, the ability of an investigator and organisation to show the ‘custody of evidence’ (i.e. how was evidence identified, acquired, handled, stored, transported and secured) is often imperative to a succesful criminal prosecution.  Organisations should be mindful of the need for demonstrable untainted results regarding the entire evidence gathering phase.

Recover high priority systems – determining what systems are recovered, and in which order depends largely on the system itself, the extent of the incident and the prioritisation given to the system or the data.  Rebuilding an entire system necessitates the need for ensuring the incident has been contained and remediation action initiated with a risk assessment being carried out.  Restoration of specific files/folder should only be conducted providing confirmation of the attack has been validated and the integrity of the back-up files is confirmed.

Document all of the above – detailed chronological documentation is often the key to a successful incident response either from a lessons learned perspective or in the even a criminal prosecution.  To that end, the following should be recorded:

· Describe the incident in detail; this ensures personnel are fully conversant with the tehncial, procedural and legal reasons for an incident being an incident.

· Detail who carried out which actions, the reasons why and the relevant time lines; this shows technical proficiency, custody of evidence whilst reducing the likelihood of post incident evidence modification.

Chapter Three – Incident Response

The Incident Management process is described by the Government Connect Toolkit as “concerned with intrusion, compromise and misue of information and information resources; whilst providing continuity of critical information systems and processes”.

Information Systems (IS) are intrinsically linked to most organisations’ ability to perform their business function hence the protection of these assets is critical to the organisation.

Information Assurance (IA) is the confidence that information assets will protect the information they handle and will function as they need to, when they need to, under the control of legitimate users. This is integral to an organisation’s business strategy and business planning and needs to be accepted as the responsibility of senior management strategic and planning bodies, to enable issues to be identified at the earliest stages of business planning; ultimate responsibility for IA resides with the Chief Executive or equivalent.

The risks to an organisation’s IS are very real and although many incidents may have only a minor impact, some have the potential to cause much greater damage or loss, significantly affecting the organisation’s performance and reputation. It is therefore essential that such risks are identified, understood and appropriately managed.

An IA risk management strategy will need to involve all areas of the business and incorporate a balance of preventative, contingency and recovery measures commensurate with the business requirements. These measures and the effectiveness of the strategy should be demonstrable within the organisation itself and evident to its business partners and customers.

Coherent incident management procedures should form part of the corporate IA strategy, enabling quick action to minimise potential damage and early identification of wider problems, which need to be addressed.

Incident management procedures should include:

· Reporting method(s) with a focal point

· Response (immediate actions and escalation procedures)

· Documentation and evidential requirements
· Reporting and review of outcomes (enabling changes to avoid recurrence)
Reported security incidents should be recorded centrally in order to provide a single co-ordination point.  To preserve confidentiality, incidents concerning information held by other organisations should also be recorded to the extent the information can be obtained.  Each incident should be categorised and recorded in sufficient detail to enable useful metrics to be derived and to provide the basis for trend analysis.

As a minimum the following should be recorded:
· The type of incident 

· Brief details

· Whether it needed a response

· Whether the facts and any individual culpability were established

· Who was held responsible

· What follow-up action was taken

· What sanctions, if any, were applied?
When the investigation is complete, the incident must be assessed, taking into account the nature of the incident, any actual loss or harm that may have occurred, the intentions and level of culpability of any individual or the degree of negligence that may have been involved and any other factors deemed relevant.

The assessment should also consider the appropriate response or sanction. A range of sanctions may be applied to the individual(s) responsible for the incident, including those that form part of formal departmental discipline, but responses may also include targeted security education campaigns, changes to process or procedure or other preventive or remedial measures.
Internal security incidents should be assigned one of the following categories:

· Group incidents – those that cannot be attributed to an individual but can be attributed to a team or group, likely to be the result of a minor procedural lapse.  These incidents should be recorded and reported, and should be used to require action by management to improve security compliance (for example by setting improvement targets) or to prioritise security awareness training.

· Minor security incidents – breaches of security procedures or policies where the breach increases risk to a limited extent but does not result in actual loss or harm, where only very limited consequences are likely to follow and where only a limited degree of negligence is involved. Where damaging consequences could follow even a trivial breach of procedure, or where substantial negligence or deliberate action are involved, then the incident is likely to be categorised as major or serious.

· Major security incidents – breaches of process or procedure where the consequences could be severe, or where substantial negligence is involved.  Actual loss or harm is unlikely to be categorised as less than a major security incident whilst any deliberate attempt to inhibit or circumvent security procedures or policies will be regarded as at least a major security incident.

· Serious Security Incidents – those that represent an unacceptably high security risk to the business or in which an individual has shown a high degree of culpability. Serious security incidents are likely to involve in-depth investigation and the response should be proportionate to the potential or actual harm caused and the level of culpability or negligence shown.
Organisations have to manage risk; IS systems are no exception. IA provides the confidence that risks to an IS have been mitigated to an acceptable or residual level.  Risk to an IS can be defined as the likelihood of a threat exploiting or attempting to exploit vulnerabilities, causing a detrimental business impact or system failure;
(Threat = Vulnerability x Impact + Likelihood).
Incident response, and as an extension risk management, is the process of applying appropriate and cost effective security measures to reduce the residual risk to an acceptable level whilst enabling the business to function effectively and efficiently.
Described below are a logical means of structuring an information response strategy:

· Determine required business functionality (i.e. what is the role of the business)

· Define enabling IS assets (i.e. which systems enable the business role)

· Define business impacts in terms of CIA (i.e determine which systems have the greatest value)

· Identify threats (i.e. capability, opportunity and motivation)
· Identify vulnerabilities to identified threats
· Assess likelihood of business impacts (i.e. loss of the system will affect the business how?)

· Apply physical, personal, procedural and technical security measures
· Test these measures mitigate threat and vulnerability Impacts
· Determine whether residual risk acceptable
Ensure these processes are iterated to achieve the desired acceptable level of residual risk.  Note, incident response and risk management depends on very good, and current knowledge of IS threats and vulnerabilities and the impacts within the organisation.

Chapter Four – Forensic Readiness

Forensic readiness is the ability to collect evidence of an incident for use in a court of law; of which there are three aspects:

· Collation and analysing of logs

· Evidence handling

· Forensic acquisition
Sources of logs may include the log server, firewall, honeypots or IDS/IPS.  The focus of accounting and auditing for forensic readiness should be that that attacks are recorded and detected, and that the integrity of the logs can be verified. Techniques for ensuring integrity include:

· Creating cryptographic checksum of logs

· Transmitting logs securely through encrypted channels

· Storing logs in a secure centralised storage
In addition, logs should be correlated from multiple sources; being able to detect an event on multiple sensors can strengthen the reliability of log evidence in court. Also, time across the network should be synchronised, so that the time the incident occurs can be determined accurately.

Forensic acquisition and evidence handling should be part of a wider incident handling process which should also include legal procedures to collect, transport, and preserve evidence to use in court. The National Hi-tech Crime Unit (now consumed by the Serious Organised Crime Agency (SOCA)) commissioned a more detailed guide to collecting electronic evidence and National Infrastructure Security Co-Ordination Centre (NISCC) has published a technical note on forensic readiness available [Rowlings online].
Forensic acquisition involves retrieving or making a copy of electronic evidence. For example, if the evidence is in the form logs stored on a hard disk, this may involve collecting the hard disk, or creating an image of the hard disk using a method, software, or device that is approved by the court. Farmer and Venema (2005) identified the expected life span of different types of electronic data, which is shown below.
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Collecting some data impacts other data; by collecting evidence in order of volatility, there is a greater chance of preserving the more ephemeral details.  Obviously, what evidence is collected depends on the situation. If we were to collect evidence for an event that occurred long ago, there may be little point in capturing the memory of the computer; it suffice to collect evidence from the disk and other less volatile data.

Evidence should be handled in such as way as to minimise the likelihood of damage, and a record should be kept of who has handled the evidence.  Evidence handling includes the following areas:
· Chain of custody. The chain of custody document should record who has accessed the evidence, when they accessed it and for what purpose they had access to it.

· Physical transport. The main unit, if transported in a car, should be placed upright where it will not receive serious physical shocks, and kept away from magnetic sources such has loudspeakers, heated seats and windows, whilst HDD should be protected from magnetic fields and placed in static bags.

· Physical storage. Computer equipment should be stored at the appropriate temperature and humidity, and free from magnetic influence.  Dust, smoke, sand, water, and oil are harmful to computers, as is aluminium fingerprint powder, and should be kept away from the electronic evidence.

· Examination. The original data should be preserved; forensic examination should be performed on a copy of the data with full records made of all actions taken.

Particular emphasis is placed on integrity; the incident response team should be capable of acquiring, handling and preserving evidence in such a manner that doesn’t impede or likely to impede possible legal proceedings.

Discussion

In the event of an incident, routers, switches, firewalls and systems which house Redundant Array Independent Disks (RAID), Shared Area Networks (SAN) or Network Attached Storage (NAS) may possibly contain evidence, of which the acquisition of, must be considered; a note of caution, data contained within such systems has its fragility matched only by its volatility.

Unlike ‘traditional’ forensic retrieval methods (i.e. acquiring data residing on the HDD); these devices may contain evidence located within memory, as a running process or in a state of constant flux; as a result it is possible to overwrite, alter or even delete such evidence, therefore it must be protected from cross contamination and acquired by a competent, trained and qualified individual as soon as an incident has been identified and confirmed – note; forensic specialists should be part of the incident response team with roles and responsibilities documented within the wider incident response plan.

Specific examples of volatile memory include:

· DRAM/SRAM – Dynamic/Static Random Access Memory; which on many routers contain the IOS, logs and routing tables.

· Dual Ported RAM – Similar to Video memory in that the CPU draws the image simultaneously to the video card displaying it.

· Content Addressable Memory – used often in switches to receive and transmit data frames over the same port; based on the MAC address.

Quarantining this type of information should be carried out as quickly as possible; doing so may provide a focal point for ongoing investigation as well as providing vital evidence in any resulting prosecution.

The ability to conduct live analysis provides a more granular basis from which to conduct analysis differing from static or mounted form of acquisition.  Acquiring the data; as the user would see it; provides an investigator an opportunity to view running processes; malware activity and other anomalies in a segregated environment (i.e. VirtualBox OSE, VirtualPC etc.) allowing interaction with the suspect system.

Alternatively, dependent on the network size, type and incident; forensic investigators may be able to collate evidence by network acquisition – possibly even via a remote encrypted link.  Systems which have encrypted drives retain the encryption key in memory; ergo the ability to interrogate encrypted data is possible.  There a few drawbacks to this however namely heavy network traffic loads, acquisition slur or routing table conflicts, all of which may protract the acquisition timescale, additionally anti-virus products may also prohibit the acquisition.

The increased growth of HDD on workstations and servers mean it may not be practical or cost effective to image an entire system (i.e. RAID systems) particularly if the incident response team has identified only specific files/folders have been compromised.  To that end; selective live and/or network acquisitioning may prove to be a useful alternative.

Regardless of the method used however; certain criteria must be invoked when conducting image acquisition of volatile, non-volatile, live or networked systems:

· Use write-blockers; a one-way write process ensuring no cross contamination of the target system.

· Integrity checking; ensures the image is hashed (i.e. using MD5 or a SHA derivative) and the hash value is recorded; providing assurance; a key component in the chain of custody.

· Demonstrable, proportionate and forensically sound methodology is required.
Conclusions
Technology incorporate features designed to give users and business functionality, reliability, quality of service, whilst additional services attempt to provide CIA.

In event the CIA has been compromised; organisations should look to identify the entry point, initiate incident containment measures whilst proactively implementing an incident response plan at the earliest opportunity.

Modern communications technologies offer many facilities, the uninformed use of which could potentially compromise sensitive information.  User education and awareness are fundamental to securing these technologies.  Organisations should acquaint themselves with the specific vulnerabilities of any technologies they use or are responsible for, and their deployment both within and connected to their domain.  Additionally, senior personnel should be aware of the generic risk in order to provide management guidance in assisting departments using these systems which should be augmented or tailored by departments to ensure it meets their specific requirements.

Failure to observe the correct security procedures for incident containment, incident response and forensic handling could result in even the most sophisticated systems being compromised over time by a capable hacker or indivduals involved in organised crime.
It should be obvious that communications equipment should be operated correctly, however much information is put at risk through failure to apply the correct operating procedures, for example, making mistakes with unfamiliar equipment through lack of practice or training or failure to appreciate the importance of using equipment correctly.
Live acquisitioning whilst technically complex, may provide valuable evidence for possible prosecutions.

Forensic examination of potential evidence must be handled by qualified and competent personnel with particular attention being paid to the custody of evidence.

References:

BERR (2008)
http://www.pwc.co.uk/eng/publications/berr_information_security_breaches_survey_2008.html
McAfee http://uk.mcafee.com/root/landingpages/affLandPage.asp?affid=0&lpname=18310&aco=0&cid=54936
Incident Response Matrix http://www.govcertuk.gov.uk/pdfs/incident_response_guidelines_v1-1.pdf
BUENO (2006) http://handlers.sans.org/pbueno/presentations/sansfire06_pedro_bueno.pdf
McLure, Scambray (2005) Hacking Exposed, Network Security Secrets and Solutions – 5th Edn
GovCert n.d.
http://www.govcertuk.gov.uk/reporting-an-incident.shtml
Government Connect Toolkit
http://www.g3ctoolkit.net
Rowlings http://www.cpni.gov.uk/Docs/re-20050621-00503.pdf
Bibliography
ACPO, (2009), Good Practice Guide for Computer Based Electronic Evidence – 4th Edition, ACPO, National Hi-Tech Crime Unit (NHTCU)

Aquilina, Casey et al (2008), Malware Forensics Investigating and Analysing Malicious Code, Maryland, Syngress

Calder, Watkins, (2005), IT Governance 3rd Edition – A Managers Guide To Data Security and BS 7799/ISO 17799, Kogan Page, London

Carrier, (2005), File System Forensic Analysis, Addison-Wesley, Boston

Carvey, (2005), Windows Forensics and Incident Recovery, Addison-Wesley, Boston

Dhillion, (2007), Principles of Information Systems Security – Text and Cases, Wiley and Sons, USA

Lupien, (2007), Cyber Crime Investigations Bridging the Gaps Between, Security Professionals, Law Enforcement, and Prosecutors, Maryland, Syngress

Pogue, Altheide et al (2008), UNIX and Linux Forensic Analysis, Maryland, Syngress

Sammes, Jenkinson (2007), Forensic Computing; A Practitioner’s Guide – 2nd Edition, UK, Springer

Szor, (2005), The Art of Computer Virus Research and Defence, Symantec Corporation, Maryland

Wiles, Alexander et al (2007), Guide to E-Discovery and Digital Forensics, Maryland, Syngress

~ 1 ~


